What the Tech?

PART 4:
PREDICTIVE ANALYTICS AND Al




What the
Tech?

reflective assignments
e Talked about Ethics
o QOverview
o In Al (different settings)
o Small group activity

Any questions? Refreshers?




What the
Tech?

assignments
® Predictive Analytics & Al
o Definition
o The data it uses
o Where we see it today

® Demonstration activity using
KNIME




Questions so far?

Next: Our Weekly Reflections




o Goal: everyone goes once!

o Three volunteers per week

e Three new volunteers each
week

Wee
Wee
Wee
Wee
Wee
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K 7




Questions so far?

Next: PREDICTIVE ANALYTICS AND Al




What the
Tech?

at IS
O Definition and history

® The components and keywords
of Al

® The ethics surrounding Al’s
application and usage




What Al is e Predictive AmalyticsartiAl (today)
® Generative Al

o lIts definition and histor
y e Al in Robotics and Automation

The components and keywords of Al
o Input, output, and everythingin  Part Three: Al in the Everyday

between e Al use and governance in our
The ethics surrounding Al’s communities
application and usage ® Final project prep and presentation

o Deep fakes, fake news, etc.




What the
Tech?

® Predictive analytics is the use o
historical data to predict future events
or situations

® This is done through “machine
learning”

o Discussed this in Week 2 (“Layers
of Al”)
o Who remembers the definition?




Input
Attributes

of historical
events

Algorithms
What factors

predict an
outcome?

4

Learns from
every
interaction

Output

What will
happen?

Prompt
A new event

training data with
examples of correct
decisions.

e Algorithm uses the model
it produced in training to
make predictions from
new data.

O This is what we mean when

we say “the algorithm
recommended X”




What the
Tech?

predict future employee performance

e Spotify, Netflix, etc. use your streaming
history to inform business decisions

® Occurrences and frequencies of certain
crimes

® Sports teams predicting the attributes
of a successful player.

o This will be our focus today




Questions so far?

Next: Demonstrating Predictive Analytics & Al with KNIME




NBA Basketball
Analysis

* Most used tools for Predictive Analytics
 Quick Intro to KNIME

« Example: Collecting and analyzing 10 years
of NBA Data

« Can we predict player performance?




Tools for Predictive
Analytics

Open Source

*Python : several packages including TensorFlow (Google) ,
PyTorch (Facebook)

‘R

*KNIME

Proprietary

«|IBM Watson Studio

*Microsoft Azure Machine Learning
*Google Cloud Al Platform

Amazon SageMaker

*DataRobot

*H20.ai (also an Open-Source version)
«Databricks



https://www.knime.com/
https://www.ibm.com/products/watson-studio
https://duckduckgo.com/y.js?ad_domain=microsoft.com&ad_provider=bingv7aa&ad_type=txad&eddgt=m7nLRr%2DXuuhgmZoaUqb5Nw%3D%3D&rut=80de48a2830258cdeb5fd4e0a270c88d85b66f49ca678a98a875b0586b87ae15&u3=https%3A%2F%2Fwww.bing.com%2Faclick%3Fld%3De8dBVmieUmkRGCf_3s9pZFUDVUCUx_hXxo5oYYzuZyg497ah%2DxRSwJDCxZv4FcHXEwsicbiWSQj6TninP5iHxUelej3KXUvr6oumUT3ikm79qy_eOunkAWa7zmPshzEuWf_gTL_b7cGG7PHlQQrQpGg6hCLDF6ObFqJknLjhgrMusWgpJNlk7JvsJzrsMibkT1ZMnNC_Ad9QHXLBoRSWIWq1u9dScPQay%2DT7CGn5ryq7zj8BkLBSmGwt8C4CVp%2DJTRZo4S0ZlsN56elRuqbGq1N2QxJgpwOP5bNCrDItAkcWZ_%2Dj%2D_Y2k9kPlhKDk7DWTcexwGNSbGUv5E_bIM7TS%2DLXKkJwAo0tosEsU0n%2D4FN1UbNSvDdqS4UOwUE3lEoI7eN_QK8dm91%2DM0eIJRYg0OF2rYbeEc1gaxmVHNa_fFQxHjJl8qd93wRuWT2Dn3eEYi2FcO3VMcuGx_xmVxBjtO9x4uIT0SYqPx1FiYaSnbDSz3eeW%2DdHxop%2Dvxi8NUSPlkRt4y6qZedUr5KRaVHlJlhlCDoEqrzOgu_W%2D74afGbT4paVD4y%2DQYg5MiuJUGmhBNkhvNzLWal7k4iGhJpOcUSbfSWcJEH4YvxpO13vG46V4xga2dWS_RWJDtYcKNgp02J6soNxVYzuW4P3c5dAmnNT9iIY7PN718cpKeatwtTLHDOrSC4PXcLcIcJ8bc6OZ0GlJTOp7ngYeCsqgxKJhqzG5pjMK3EIs9YLVNCHrJN2geY_f8ZichKiOKaqz3vhHrFpm_BQ%26u%3DaHR0cHMlM2ElMmYlMmY1MzUwLnhnNGtlbi5jb20lMmZ0cmslMmZ2MSUzZnByb2YlM2Q0MzklMjZjYW1wJTNkMTYyNTAwJTI2a2N0JTNkbXNuJTI2a2NoaWQlM2QxNTkwMDE5MjElMjZjcml0ZXJpYWlkJTNka3dkLTc5MDI3OTk3OTc1MTUyJTNhbG9jLTE5MCUyNmNhbXBhaWduaWQlM2Q1OTAxNTcwOTIlMjZsb2NwaHklM2QxMDU1ODklMjZhZGdyb3VwaWQlM2QxMjY0NDQwMDE2Nzg4MDM2JTI2Y2lkJTNkNzkwMjc2MDYwMDQ1OTAlMjZrZHYlM2RjJTI2a2V4dCUzZCUyNmtwZyUzZCUyNmtwaWQlM2QlMjZxdWVyeVN0ciUzZE1pY3Jvc29mdCUyNTIwQXp1cmUlMjUyME1hY2hpbmUlMjUyMExlYXJuaW5nJTI2dXJsJTNkaHR0cHMlM2ElMmYlMmZhenVyZS5taWNyb3NvZnQuY29tJTJmZW4tdXMlMmZmcmVlJTJmbWFjaGluZS1sZWFybmluZyUyZnNlYXJjaCUyZiUzZmVmX2lkJTNkX2tfZGUwNjQ2MTE1ZDRmMThlMDQxNTIyMDJmNzY3NDNiMWZfa18lMjZPQ0lEJTNkQUlEY21tNWVkc3dkdXVfU0VNX19rX2RlMDY0NjExNWQ0ZjE4ZTA0MTUyMjAyZjc2NzQzYjFmX2tfJTI2bXNjbGtpZCUzZGRlMDY0NjExNWQ0ZjE4ZTA0MTUyMjAyZjc2NzQzYjFm%26rlid%3Dde0646115d4f18e04152202f76743b1f&vqd=4-116009889493618247687520974668760534227&iurl=%7B1%7DIG%3D09E336C523964D5380B95F75DDC707B5%26CID%3D33889176E0B96312388F850DE15F624B%26ID%3DDevEx%2C5059.1
https://cloud.google.com/vertex-ai/docs/start/introduction-unified-platform
https://aws.amazon.com/pm/sagemaker/?trk=dabe1ae7-29e2-4723-bff5-9de3949e2c17&sc_channel=ps&s_kwcid=AL!4422!10!71743369317425!71743896051303&ef_id=50c5d6fb3cc411bdd215b0c517593c22:G:s
https://www.datarobot.com/
https://h2o.ai/
https://www.databricks.com/

What is KNIME?

KNIME is a drag and drop tool used for statistical analysis and machine
learning.

Imagine you have a bunch of ingredients (data) that you want to cook up
into a delicious dish (insights).

KNIME helps you do that by providing all sorts of tools and gadgets
(nodes) that you can use to prepare, mix, and analyze your ingredients.

You start with raw data, just like you start with raw ingredients for
cooking. Then, you use KNIME to chop, dice, mix, and transform your
data just like a chef would prep ingredients.

Once everything is ready, you can use KNIME to bake, fry, or boil your
data (analyze, visualize, and model) until you get the perfect result
(insights).
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Glossary of attributes


https://www.basketball-reference.com/leagues/NBA_stats_per_game.html
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KMEANS in KNIME

Imagine you have a big basket of colored marbles, but they're all mixed
up. Your job is to group them based on their color. The KMeans
algorithm is like a smart sorting machine that helps you do this
automatically.

1. Put the Marbles in the Machine: You load all the marbles
(data points) into the KNIME KMeans machine.

2. Decide on Groups: You tell the machine how many groups
(clusters) you want, like saying you want to sort the marbles
into three color groups.

3. Sorting Begins: The machine starts sorting the marbles
based on their color similarity. It tries to make groups where
marbles within each group are as similar as possible in color.

4. Repeat Until Sorted: The machine keeps rearranging the
mharblels until it finds the best way to group them based on
the colors.

After the machine finishes, you'll have your marbles neatly sorted into
color groups! KMeans does something similar but with data points
instead of marbles, making it easier to understand patterns and
relationships in the data.




NBA Clustering in KNIME

» Can we predict how good a player is?

*We don’t have any label on our data

* We could try to sort all the players into two or three categories
* Which categories could we think off?
* How do we do that using KNIME"?
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Creating Rules based on the clusters

* Could a Tree Model help us predict if a player is outstanding?
*Why is the prediction not so straightforward?

 How much data is enough?

* What should we consider when using historical data?

PAUL

GEORGE

47 1904 Jow,

PTS. REB | AST B aPM




What is a
classification tree
model?

You're planning a vacation but you're not sure where to go. You have a list of

destinations and criteria that are important to you, like weather, activities, and

cost. The KNIME tree model is like a super-smart travel advisor that helps you
make the best decision based on your criteria.

1. Destination Options: You start with a list of vacation destinations, each
represented by a different branch of the tree.

2. Decision Criteria: You have criteria like "Sunny weather," "Outdoor
activities,"” and "Affordable prices." These criteria become the decision
points in the tree.

|
\
|
|

3. Branching Decisions: As you make decisions (answer criteria questions),
the tree branches out to different destinations based on your choices. For
example, if you choose "Sunny weather," the tree might branch to locations
known for sunny days.

T e A O TR TIER

a2

4. Final Recommendation: After answering all the criteria questions, the tree
leads Y.?U to a final recommendation—a vacation destination that meets all
your criteria.

OTRI T LN s

Imagine a tree upside down; the travel is the trunk; destination options are
branches and each final decision is a leaf.




Your time to play with
those tools!

It is a pleasure to get you started with
Predictive Analytics and Al.

Thank you !!!

Alice
NMalln




Questions?




What the
Tech?

o Terms

o Group activity: Teachable Machine
(Google)

o Ethics

e Talk about the final project, etc.
e Debrief

® Look ahead at Week 5
O G@Generative Al




HALFWAY POINT



What the Tech?

Week 4, Part 2:
PREDICTIVE ANALYTICS AND Al




What the
Tech?

reriections

e Did a deep dive on Predictive
Analytics & Al

* KNIME Activity




What the
Tech?

o Terms

o Group activity: Teachable Machine
(Google)

o Ethics

e Talk about the final project, etc.
e Debrief

® Look ahead at Week 5
O G@Generative Al




What the
Tech?

o Normalization
O K-Means

o Decision Trees

O Random Forest

Mostly related to programming side
of Al




What the
Tech?

common scale to enable fair
comparisons and analysis.

K-Means: K-means is a clustering
machine learning algorithm that
organizes data points into clusters
based on how close they are to each
other, with the aim of making each
cluster as compact and distinct from
the others as possible.




What the
Tech?

consequences in a tree-like structure. This
structure consists of nodes representing
decision points, branches representing

ossible outcomes of those decisions, and
eaf nodes representing the final outcome
or prediction.

Random Forest: A random forest model
uses the prediction from multiple decision
trees and combines their predictions to
improve accuracy and robustness of the
final decision. 2N




What the
Tech?

Any questions? Refreshers?




Teachable Machine

* Developed by Google.

* A web-based program that makes

“machine learning models.”

* Marketed as being easy to use.

before?

“You can currently train Teachable
Machine with images (pulled from
your webcam or image files),
sounds (in one-second snippets
from your mic), and poses (where
the computer guesses the position
of your arms, legs, etc from an

image).” -From the FAQ




Teachable Machine

* Developed by Google.

* A web-based program that makes

“machine learning models.”

* Marketed as being easy to use.

before?

“You can currently train Teachable
Machine with images (pulled from
your webcam or image files),
sounds (in one-second snippets
from your mic), and poses (where
the computer guesses the position
of your arms, legs, etc from an

image).” -From the FAQ




e Don’t feel comfortable? No sweat!

/A - | A
P— = E@ 4
- == o aolmml wl vl i Remember, we’re here to have fun.
i e _ :_ . e Askyourself as we go: how could this data
e N be beneficial? Or not?



https://teachablemachine.withgoogle.com/

Add Image Samples:

You must train a model on the left
before you can preview it here.
Add Image Samples:

Label “Class Two” as “Not

Smiling”

Click on the Webcam button

for the Smiling class and smile

as you take a few pictures

a. You may have to grant the
program permission

Do the same for “Not Smiling”

Click “Train Model”

See what happens...




Greg smiling

17 Image Samples

(]

Webcam

Training

o Model Trained
Greg not smiling

14 Image Samples

(]

) e, (D e Congrats! You've
=, B trained a model to
identify whether or not

you’re smiling with
nput @ O e fairly high accuracy.
O e But what happens if
we change the

classifications...
o Change Class One to
Not Smiling, Class
Two to Smiling, and
click “Train Model”...

Greg smiling

17 Image Samples

O &

Webcam Upload

Training

. Model Trained
Greg not smiling

14 Image Samples Advanced v

()] b

Webcam Upload

Add a class




Greg not smiling

17 Image Samples

e
(] & b ‘
Webcam Upload

Greg smiling

14 Image Samples

O &

Webcam Upload

Add a class

Greg not smiling

17 Image Samples

*‘I'I‘ «FT S E] dﬂ? S
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Webcam Upload 4T A ™Y -

Greg smiling

14 Image Samples

O &

Webcam Upload

Add a class

Training

Model Trained

Training

Model Trained

Advanced

=Nl

Preview + Export Model

Input @@ ON Webcam Vv

o at it can still tell the
o difference between smiling
and not smiling.

Greg
smiling

e vicy ' s o

Input @® oN Webcam Vv

Algorithms

Output

Greg
not
smiling

Greg a
smiling




Lots of Applications

® Risk assessments
e Strategy development
e Drafting policy

O

Planning for all these in
the long term.

This lets Al do things we
can’t do (or at least
quickly).

Lots of Limits

e Knowledge limit/lack of
accuracy
e Unforeseen circumstances

Let’s look at a few examples!

Lots of Risks

Ethical risks

Practical risks
What happens if the data are

flawed?




Predictive Algorithm:

This is what the HR
department’s budget should

be in the new fiscal year

Predictive Output:

Predictive Input

Company’s hiring/firing Give HR extra $10k to

rates improve screening &

training




Predictive Algorithm:

These are the players we

need to sign by 2030

Predictive Output:

Predictive Input

A team’s win-loss ratio Four new starting pitchers




Predictive Input

Most streams of a new song
by region

Predictive Algorithm:

These are the optimal
release dates for a new

album by genre and

geography.

Predictive Output:

Move Dec. 2024 cumbia
releases in South America to

Oct.




Questions so far?

Break time!
Next: Predictive Al and Ethics




What the
Tech?

® redictive as many positive uses
® But even the most accurate data is a
liability when it’s misapplied.

e When we make mistakes with our
predictions, what are the
consequences and for whom?




What the
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3 few type
o Unequal access
o Hacking and privacy
o Unanticipated impacts




What the
Tech?

analytics to develop better lineups and strategies.

o But what happens when wealthy teams can do the
same but with deeper pockets?

o Are these strategies always in the best interests of
the players?

Municipalities: Do some cities and towns have more

resources to build predictive models for action?

Communities: Are community members included in
conversations about what we should use predictive Al to
do and how we do it?




What the
Tech?

ata usage: How is the data collected:
give consent?

® Access: Are any third parties looking at the
data?

e Retention: How long will this data be held for?
o Policies vary (or may not even exist!)




s POLICE [§

Plain from 2017-2023 [/ Sedesd \ N Plain from 2017-2023
Solution: create a CpRTROL M4, e Solution: increased

database of police patrols and

condemned, fire-prone preventative detention

properties by 2024. around those

e \What are the properties

consequences of being e What are the

prepared for a fire that consequences of

doesn't happen? arresting a person who
wasn't going to commit
a crime?

>
' \ K\
7 N N




Predictive Algorithm:
Based on the patterns the machine
learned from the input:

These are how many
officers the police

department should

Predictive Output:
d eploy Predictions or actions responding to

. L the input:
Predictive Input

Examples of data/information:

Sending “X” amount

A ticular t f
particuiartype of officers to this

recurring crime , ,
5 R e el Neighborhood at this




Questions so far?




2)

3)
4)
5)

community type (remember week one

Pick a situation/use case related to that community where Al could play a
part.

Define potential ethical limits and issues

Present findings via a media form of your choosing (video, slideshow, etc.)
In addition to your media presentation, write two paragraphs that
summarize your project and explain how this issue also impacts your city,
whether as a whole or in your respective neighborhood(s).




What the
Tech?

o Al and their community
e Options

O Positive impacts

o Potential ethical issues
e Recommendations

o Important values for Al policies

o Suggestions




What the
Tech?

O O Ol
S s ==

nat went well this week?
nat didn’t?
nat are you excited for?

nat are you unsure about?




EEEEEEEEE

Predictive Policing
Explained

Attempts to forecast crime with algorithmic
techniques could reinforce existing racial biases
in the criminal justice system.

From April 2020 ®
Concise guide to
predictive analytics,

Al, and policing

e Highlights include BRENNAN
o Definition & examples CENTER
o0 Legal and ethical FOR JUSTICE

concerns
o The data used

https://www.brennancenter.org/our-work/research-reports/predictiv
e-policing-explained



https://www.brennancenter.org/our-work/research-reports/predictive-policing-explained
https://www.brennancenter.org/our-work/research-reports/predictive-policing-explained

END OF CONTENT



